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Abstract

The text of the Hebrew Bible is a subject of ongoing study in disciplines ranging from 
theology to linguistics to history to computing science. In order to study the text dig-
itally, one has to represent it in bits and bytes, together with related materials. The 
author has compiled a dataset, called bhsa (Biblia Hebraica Stuttgartensia (Amstelo-
damensis)), consisting of the textual source of the Hebrew Bible according to the Biblia 
Hebraica Stuttgartensia (bhs), and annotations by the Eep Talstra Centre for Bible and 
Computer. This dataset powers the website shebanq and others, and is being used 
in education and research. The author has developed a Python package, Text-Fabric, 
to process ancient texts together with annotations. He shows how Text-Fabric can be 
used to process the bhsa. This includes creating new research data alongside it, and 
sharing it. Text-Fabric also supports versioning: as versions of the bhsa change over 
time, and people invest a lot in applications based on the data, measures are needed to 
prevent the loss of earlier results.
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–	 Related data set “bhsa” with url http://doi.org/10.5281/zenodo.1302798 
in repository “Zenodo”.

–	 See the showcase of the data in the Exhibit of Datasets: http://dansdata-
journal.nl/rdp/dsdoc.html?id=roorda2018

http://doi.org/10.5281/zenodo.1302798
http://dansdatajournal.nl/rdp/dsdoc.html?id=roorda2018
http://dansdatajournal.nl/rdp/dsdoc.html?id=roorda2018
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1.	 Introduction

The Hebrew Bible is an old text, with a period of origin ranging roughly from 
1000 bc to 1000 ad, if we also count the long sequence of copying and editing 
activities leading to the Masoretic Text in the 10th century ad. This final text 
exists in several witnesses, one of which is the Codex Leningradensis, on which 
the Biblia Hebraica Stuttgartensia (bhs) text is based.

The Eep Talstra Centre for Bible and Computer (formerly known as Werk-
groep Informatica) started pioneering with texts and computers in the 1970s, 
and essentially never stopped doing so. They harbour a comprehensive data-
base of the text and linguistics of the bhs, which is still growing in sophistica-
tion. There have been more efforts to represent the Hebrew Bible in databases, 
and Bible Software is a commodity by now, but the distinguishing trait of the 
work of the etcbc is that it tries hard to be data-driven. Most morphologi-
cal decisions are based on distributional evidence, not on intuition. A conse-
quence of this is that the terminology in the etcbc database has idiosyncratic 
tendencies. It looks linguistic at times, but it does not always conform to the 
mainstream linguistic conventions.

It is this data set that lies stored in the etcbc GitHub repository bhsa (bhs 
Amstelodamensis); even in its incarnation as a data set, the Hebrew Bible has 
quite a bit of history.

We refer to (Roorda, 2017a) for an historical overview of the digital history 
and references to prior work, including to the text of the Biblia Hebraica.

2.	 Problem

The plain text of the bhsa is just under 5mb and it contains 425,000 words. But 
that is just the start. The text is organized in 1,000,000 linguistic objects, an-
notated by 33,000,000 values in ca. 100 features. Objects are related by several 
linguistic relationships.

Looking at the plain text, this is a small corpus, but looking at the size of the 
annotations, this is no small data set. Earlier versions of the data have been 
stored in laf (Linguistic Annotation Framework, an xml representation, 
which resulted in several gb of xml) (Peursen, 2015). Whereas corpora of liv-
ing language data tend to be bigger in the size of language utterings, the bhsa, 
being corpus based on an intensely studied historical text, has a small utter-
ance size but an uncommonly large body of annotations.
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In 2013–2014 the etcbc conducted the clarin1-funded project shebanq 
in order to put this all this data online. While the website shebanq2 offers 
researchers facilities to interact with the bhsa, the construction process of 
shebanq required a much deeper level of interaction with the data. In order 
to reach that level, I wrote a Python library for off-line data processing, laf-
Fabric.3 Researchers are unlikely to be content with the functions of any par-
ticular website, so I thought they deserve the same level of control over their 
data as I had when developing shebanq. However, laf-Fabric was needlessly 
complicated in several respects. Text-Fabric (Roorda and Kingham, 2017) is a 
minimalistic reinvention of laf-Fabric with new for template-based search 
and pretty display.

With the bhsa as data and Text-Fabric as tool, you can do many kinds of 
research such as:

(1)	 studying exegetical riddles. A difficult piece of text often exhibits a pe-
culiar syntactic structure. This database has enough information in it 
to search for such structures. Quite often there are more instances of a 
phenomenon than come to mind, even after centuries of Bible research. 
Considering all occurrences of the same syntactic pattern may help to 
decide whether riddle can be solved linguistically, or whether something 
else must be the case.

(2)	 studying the linguistics of Biblical Hebrew. The Hebrew verb exhibits be-
haviour that is still not completely understood, especially in poetry. In 
order to get clarity, one needs to collect all relevant verb and clause se-
quences, so that they can be categorized. This rigorous, explorative data 
mining for verb behaviour is still in its infancy (Kalkman, 2015).

(3)	 studying the textual history of the Bible. The Bible is not one book, but 
consists of many fragments that have been pieced together over the cen-
turies. Language has evolved over that time. Charting the linguistic varia-
tion is a key activity for which you need good data processing (Rezetko & 
Naaijer, 2016).

1	 Common Language Resources and Technology Infrastructure, https://www.clarin.eu; the 
Dutch section has funded shebanq: https://portal.clarin.nl/node/4210.

2	 shebanq: System for HEBrew Text: ANnotations for Queries and Markup, https://she 
banq.ancient-data.org/hebrew/text.

3	 laf-Fabric, https://github.com/Dans-labs/laf-fabric.

https://www.clarin.eu
https://portal.clarin.nl/node/4210
https://shebanq.ancient-data.org/hebrew/text
https://shebanq.ancient-data.org/hebrew/text
https://github.com/Dans-labs/laf-fabric
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4	 Text Encoding Initiative, http://www.tei-c.org/index.xml.
5	 Linguistic Annotation Framework, https://www.iso.org/standard/37326.html.
6	 Nowadays, Text-Fabric does have a query language, but there is no barrier between issuing 

queries and running your own code.

In order for researchers to tackle these questions, they need practical software 
to process this data. The bhsa is essentially a table with 1.4 million rows and 
100 columns. Excel is not the optimal tool for this.

The bhsa is a research database, and it is continually changing in detail, 
and sometimes even in structure. Even after 40 years, it is still work in progress. 
If a researcher uses this database for academic work, the evidence should be 
reproducible for many years, but the data on which the conclusions have been 
based, might no longer be available in that form.

One of the reasons that Text-Fabric exists, is that commercial Bible Software, 
despite its qualities, does not sufficiently address the issues that researchers 
care about: open source, open data, transparency, reproducibility, and a high 
level of computational control over the data.

3.	 Methods

The appropriate data model for the bhsa data is a graph, to be explained 
below, in section 3.3. Many people in Digital Humanities are used to work-
ing with tei4 data, where data is modelled in xml, but this does not play 
nice with graph models. There is a related conscious effort to get linguistic 
graph data represented in xml: laf.5 In an earlier stage, I have used laf 
extensively for this data set, and it worked quite well, but the activities of 
sharing, storing, adding and combining data turned out to become needlessly 
complicated.

To cut through all the cruft, I developed Text-Fabric (Roorda & Kingham, 
2017) out its precursor laf-Fabric. It is a data model, a file format, and a tool on 
the one hand, and a strategy, even an ethos on the other hand.

It is a programmer’s interface to the data. This is a significant step, because 
earlier interfaces to the data were more like query languages,6 which enable 
users to retrieve data in certain ways, but detract from the real power of pro-
grammatically processing the data.

So how does Text-Fabric hand over power to researchers without requiring 
them to become software engineers?

http://www.tei-c.org/index.xml
https://www.iso.org/standard/37326.html
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7	 Jupyter: doing interactive data science, https://jupyter.org.
8	 Tutorial, https://nbviewer.jupyter.org/github/etcbc/bhsa/blob/master/tutorial/start.ipynb.

3.1.	 Explorative Programming
In the software world, Python is one of the friendliest languages for starters in 
programming. It is not so much a language for writing software as a product as 
well for writing dedicated computational stories about data sets.

Text-fabric is a Python package, easily installed with pip. In the Python eco-
sphere, there are many packages for data processing and visualization, and 
there is the Jupyter7 notebook for interactive programming. When you work 
with Text-Fabric, all this is accessible to you. Text-Fabric is just an api, not 
something that takes control.

The recommended way to start with Text-Fabric is to use it in a Jupyter 
Notebook, because this gives you many opportunities to explore the data while 
you program along. This ethos of inspecting the data programmatically can be 
picked up from the tutorial8 (Erwich & Kingham, 2017).

4.	 Data

–	 bhsa deposited at Zenodo – doi:10.5281/zenodo.1007624
–	 etcbc/bhsa with compact data files as assets, version 1.3 – doi:10.5281/

zenodo.1302798
–	 Temporal coverage: 2011-2017, continuing

The bhsa is a big data set. It contains the Hebrew Bible with linguistic annota-
tions in 5 versions: 3 (2011), 4 (2014), 4b (2015), 2016, and 2017. There is also a 
continuous version, that is kept up-to-date on a regular basis. This version will 
change, whereas the others will be kept fixed.

All these versions are data sets that are self-contained, having the full text 
and all annotations in them.

Every version in the repository comes with the source files, from which the 
.tf files have been derived. The programs responsible for the conversion are 
also included.

4.1.	 tf Data Sets
Under the tf subdirectory, you find the data sets in text-fabric format, for each 
version a dataset. A text-fabric dataset is a plain directory with a number of 
feature files, all with extension .tf. The name of the file is the name of the 
feature.

https://jupyter.org
https://nbviewer.jupyter.org/github/etcbc/bhsa/blob/master/tutorial/start.ipynb
http://doi.org/10.5281/zenodo.1007624
http://doi.org/10.5281/zenodo.1302798
http://doi.org/10.5281/zenodo.1302798
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9	 See the Wiki documentation of text-fabric, https://dans-labs.github.io/text-fabric/Model/
Optimizations/.

Every dataset has two or three standard features, with the fixed names 
otype, oslots, and otext, which contain the essential, abstract information  
on the slots, nodes, and edges. The other features correspond to the 100 col-
umns mentioned above, when the bhsa was compared to a table with 1.4 
million rows and 100 columns.

In the sequel, we use the word feature, not the word column.

4.2.	 File Format
A .tf feature file is a plain Unicode text file. You can open them with an or-
dinary text editor to see the contents. You then see a few lines of metadata at 
the top, then an empty line, followed by (many) lines of data. Each data line 
contains the value of the feature for a single node. Normally, the value on line 
n is the value of that feature for node n, but text-fabric has a few conventions 
to optimize9 long sequences of empty lines away, as well as long sequences 
with equal values.

Here are the first 11 lines (Genesis 1:1) of a few features.

Figure 1	 Text-Fabric files from the inside.

https://dans-labs.github.io/text-fabric/Model/Optimizations/
https://dans-labs.github.io/text-fabric/Model/Optimizations/
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Note that phono.tf is not in the bhsa data set, but is part of another 
data module, which illustrates how naturally data combination comes to text- 
fabric.

4.3.	 Data Model
We adhere to a minimalistic representation of all data. In Text-Fabric a text is 
a sequence of slots. Slots are nodes, identified by a number, starting with 1, and 
each slot corresponds with the position of a word in the text. Slots are not the 
words themselves, only their positions.

There are more nodes, also numbered, starting after the last slot, and these 
correspond with sets of slots, such as phrases, clauses, sentences. These nodes 
are linked to sets of slots, the ones that contain the words that belong to phras-
es, clauses, sentences. This belonging is a relationship between nodes. Such 
relationships we call edges. Every relationship between nodes that is relevant 
to a text, can be coded as a set of edges.

So, the nodes and edges contain the abstract structure of the text: a graph.10
It would carry us too far to discuss the reasons for adopting this kind of 

model for annotated text. The short account is that a graph can express all con-
cepts that matter to text, such as sequence and embedding. This can be done 
flexibly, without the need to work around limitations of the model, and it also 
achieves separation of concerns, i.e. it is easy to leave out aspects of the data 
and the model that are not relevant for the analysis at hand.

The model has been introduced by (Doedens, 1994), a Ph.D. thesis that has 
led to a practical implementation of it (Petersen, 2002), which powers an im-
portant part of the data creation workflow at the etcbc and shebanq.

The concrete matter of a text is added as values of features, such as g_
word_utf8.11 Features are mappings from nodes to values.

10	 Technically, a graph is a set of nodes who are related by edges, https://en.wikipedia 
.org/wiki/Graph_(discrete_mathematics). In the past, most data is either stored in a re-
lational database, or in a document database. Both are optimized for certain types of 
relations: tabular and hierarchical, respectively. Graphs have unconstrained relations, 
and require different techniques to be handled optimally, https://en.wikipedia.org/wiki/
Graph_database.

11	 g_word and g_word_utf8 contain is the fully-pointed Hebrew text of a word; the one 
with _utf8 in the name contains it as a Unicode string, the other one as an ascii trans-
literation. Likewise, g_cons and g_cons_utf8 contain the un-pointed, consonantal 
Hebrew text of a word; phono contains a phonological representation of the vocalized 
Hebrew word.

https://en.wikipedia.org/wiki/Graph_(discrete_mathematics)
https://en.wikipedia.org/wiki/Graph_(discrete_mathematics)
https://en.wikipedia.org/wiki/Graph_database
https://en.wikipedia.org/wiki/Graph_database
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All textual material and characteristics can be added to the data as features. 
Some features contain information for slot nodes, others for non-slot nodes, or 
both. Part-of-speech is a typical slot feature, whereas type-of-constituent typi-
cally applies to nodes that are used for clauses or phrases.

In text-fabric, these features are made easily available to the program, by the 
same names as appear in the dataset. In order to get the g_word_utf8 fea-
ture of a node n, you say F.g_word_utf8.v(n). Users might disagree with 
the names of the features. However, those names are not a choice dictated by 
Text-Fabric. They are the choice of the corpus designer, in this case the etcbc. 
When I wrote Text-Fabric, my objective was that programming theologians 
recognize the names they are familiar with in the code. The keywords of Text-
Fabric itself, such as F, have been chosen short and iconic, so that the focus is 
on the feature name. This stylistic aspect is a bit uncommon in the Python-
sphere, so I have also longer synonyms for the members of the Text-Fabric api, 
such as Feature for F.12

When researchers get used to this model, they quickly gain mastery over 
the text.

See for example the “pretty” display in figure 2 of a particular clause that 
surfaced in a real-life query.13

The structure of the textual objects is visible and their nodes show up. The 
nodes act as barcodes: with a node in hand one can request all available infor-
mation about that object. Note that phrases and clauses may be chopped up by 
dashed lines: those chunks are called phrase atoms and clause atoms. Phrases 
and clauses may be interrupted. When that happens, the interruption occurs 
always between atoms.

This screenshot is taken from the search tutorial for the bhsa.14
As an example of what the coding looks like, we show a piece of code from 

the tutorial15 that lists for each book in the Bible the percentage of lexemes 
that occur exclusively in that book.

12	 https://dans-labs.github.io/text-fabric/Api/General/#features.
13	 Stephen Ku: Verbless Clauses. Query saved on shebanq: https://shebanq.ancient-data 

.org/hebrew/query?version=4&id=1314.
14	 SearchFromMQL: https://nbviewer.jupyter.org/github/etcbc/bhsa/blob/master/tutorial/

searchFromMQL.ipynb#By-Stephen-Ku.
15	 Tutorial, https://nbviewer.jupyter.org/github/etcbc/bhsa/blob/master/tutorial/start 

.ipynb.

https://dans-labs.github.io/text-fabric/Api/General/#features
https://shebanq.ancient-data.org/hebrew/query?version=4&id=1314
https://shebanq.ancient-data.org/hebrew/query?version=4&id=1314
https://nbviewer.jupyter.org/github/etcbc/bhsa/blob/master/tutorial/searchFromMQL.ipynb#By-Stephen-Ku
https://nbviewer.jupyter.org/github/etcbc/bhsa/blob/master/tutorial/searchFromMQL.ipynb#By-Stephen-Ku
https://nbviewer.jupyter.org/github/etcbc/bhsa/blob/master/tutorial/start.ipynb
https://nbviewer.jupyter.org/github/etcbc/bhsa/blob/master/tutorial/start.ipynb
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Figure 2	 Pretty display of Hebrew text based on bhsa data.

Figure 3	 Code for finding the lexeme base of the books.



10.1163/24523666-01000011 | Roorda

research data journal for the humanities and social sciences (2018) 1-15

<UN>

10

Figure 4	 Books and their lexemes.

The result can be found directly below the code:



 11Coding The Hebrew Bible | 10.1163/24523666-01000011

research data journal for the humanities and social sciences (2018) 1-15

<UN>

From this exercise to the research questions above is a huge step, but there 
are no blocking difficulties to overcome in terms of data processing.

4.4.	 Processing
When text-fabric processes a dataset, it reads the feature files. For efficiency, af-
ter reading a feature file, a compact binary representation of the data structure 
is saved in a cache. The next time a text-fabric run needs this feature, it loads 
in a fraction of a second.

You can point text-fabric to multiple locations where it searches for .tf 
files. In this way, text-fabric can work with features in several datasets at the 
same time, without the need to shift that data in place on beforehand. The 
text-fabric api adapts itself to the files it has encountered in those locations. 
The phono feature above is an example of this.

The way Text-Fabric conducts data processing has something in common 
with weaving, although the metaphor may not be immediately obvious. Inter-
ested readers may consult the documentation.16

4.5.	 Agility of Sharing
There is no overhead in combining features. If you work with a core dataset, 
such as the bhsa, and you produce new features on your own, you can just 
distribute your features in a GitHub repository. The bhsa is also in a GitHub 
repository.

If you need features from different repositories, the only thing needed is to 
clone both repositories, and point text-fabric to both clones on your computer. 
You can then immediately run your text-fabric programs.

The fact that the .tf files are plain text, and not too big individually, mean 
that they play very nicely in a GitHub environment, which is a good thing if 
you really want to move your data around. Currently, the etcbc has issued 
3 data modules next to the bhsa: phono, valence, and parallels (Roorda,  
2017).

4.6.	 Versioning
The evolutionary nature of the data, combined with the fact that other sys-
tems17 have been built on it, requires a versioning strategy. For example, she-
banq provides permanent access to saved queries based on this data for the 
academic record. As versions come and go, the version against which a particu-
lar saved query has been executed, must be preserved as well.

16	 Weaving a fabric: https://dans-labs.github.io/text-fabric/Model/Data-Model/.
17	 For an overview of other tools based on the bhsa, see http://etcbc.nl/data/.

https://dans-labs.github.io/text-fabric/Model/Data-Model/
http://etcbc.nl/data/
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Versions arise when the data creation workflow at the etcbc has run with 
updated parameters for its algorithms and/or new manual input. Versions may 
differ in few or many details, and we receive them without an exhaustive list of 
changes. However, we can detect those changes.

Text-Fabric separates the abstract structure of the text from the concrete 
mass of features, and this turns out to be helpful in processing different ver-
sions. We have mapped18 the nodes from each version to those of the next one. 
That gives programmers the possibility to get at the data bhsa in version-in-
dependent ways, both into the future as into the past. The creation of the node 
mapping is not completely automatic, but surprisingly little manual work is 
needed to create a high-quality mapping. In this process, no knowledge is 
needed from the data creation workflow. When you zoom in to certain features, 
you can follow the amount of coding that has happened between versions. We 
also highlighted the changes in a particular feature, function, between 2011 and 
2017. For example, function contained the value “Unkn” for more than 40,000 
phrases. In 2015 all these had been resolved into better values. Note that there 
are 250,000 phrases in total.19

4.7.	 Versatility
The reader might be tempted to regard Text-Fabric as a tool for processing the 
Hebrew Bible. The fact is, nothing in Text-Fabric is dependent on the specifics 
of the bhsa corpus. A proof of this fact is the recent conversion of a corpus 
of Proto-Cuneiform tablets from the Uruk period (Johnson and Roorda, 2018) 
into Text-Fabric format. However, both the bhsa and the Uruk corpus make 
use of additional modules on top of Text-Fabric which do have knowledge of 
their target corpora.

4.8.	 Documentation
As the paragraph above makes clear, it is vitally important to know what the 
features mean, and have that information constantly under your fingertips. 
The documentation is in the repository in Markdown format, which feed the 
repository’s GitHub pages website.20

18	 Mapping the nodes of between versions, https://github.com/ETCBC/bhsa/blob/master/
programs/versionMappings.ipynb.

19	 “Phrases of ages”, (https://github.com/ETCBC/bhsa/blob/master/programs/version-
Phrases.ipynb).

20	 Feature documentation, https://etcbc.github.io/bhsa/.

https://github.com/ETCBC/bhsa/blob/master/programs/versionMappings.ipynb
https://github.com/ETCBC/bhsa/blob/master/programs/versionMappings.ipynb
https://github.com/ETCBC/bhsa/blob/master/programs/versionPhrases.ipynb
https://github.com/ETCBC/bhsa/blob/master/programs/versionPhrases.ipynb
https://etcbc.github.io/bhsa/
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5.	 Concluding Remarks

The combo of bhsa data and Text-Fabric programming provides a powerful 
way of exploring the text of the Hebrew Bible. Still, it is mainly a programmer’s 
interface. The website shebanq21 is complementary in that sense. It provides 
a rich interface for reading the text itself and for querying its linguistic annota-
tions. That way, it is a stepping stone towards a full computational treatment 
of the materials. Because shebanq is based on the same bhsa, there is a high 
level of interoperability between queries in shebanq and programming in 
Text-Fabric.

The bhsa is not just a dataset. It is an ancient, well-researched text, at the 
heart of a body of work meant to sustain the scholarship around it. It lies em-
bedded in an emerging infrastructure, of a loose nature, that can be main-
tained by the theologians themselves.

Figure 5	 Shibboleth query in shebanq. It is published under the url https://shebanq.
ancient-data.org/hebrew/query?version=2017&id=18.

21	 shebanq website, https://shebanq.ancient-data.org.

https://shebanq.ancient-data.org/hebrew/query?version=2017&id=18
https://shebanq.ancient-data.org/hebrew/query?version=2017&id=18
https://shebanq.ancient-data.org
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